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*Abstract*—Emotion detection is a vital aspect of natural language processing (NLP), with applications ranging from sentiment analysis to mental health monitoring. This paper explores three different models—BERT, LLaMA 3B, and T5—used for emotion detection tasks. The BERT model is fine-tuned for multi-label emotion detection, while the T5 model is leveraged for multi-label classification with an innovative text-to-text approach. Additionally, we compare BERT's performance with LLaMA 3B for emotion intensity detection tasks. We evaluate the models' accuracy and effectiveness using various evaluation metrics, such as the macro-average F1 score, weighted F1 score, and micro-average F1 score. The results highlight the strengths and weaknesses of each model for emotion detection, providing insights into their application in real-world scenarios.
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# Introduction

Emotion detection from text is a complex yet essential task in natural language processing (NLP). With its applications spanning sentiment analysis, social media monitoring, and mental health support, emotion detection can help bridge the gap between human emotions and machine understanding. This paper investigates three state-of-the-art models—BERT, T5, and LLaMA 3B—by evaluating their effectiveness in multi-label emotion detection and emotion intensity detection.

BERT (Bidirectional Encoder Representations from Transformers) [1] is a pre-trained model that leverages bidirectional context for better understanding of textual data. On the other hand, T5 (Text-to-Text Transfer Transformer) [2] is a versatile model designed for text-to-text tasks, including emotion detection through fine-tuning. Lastly, LLaMA 3B [3] is a generative model optimized for few-shot learning and has been explored in the context of emotion intensity detection. The goal of this study is to compare the performance of these models for both multi-label emotion detection and emotion intensity detection.

### II. Related Work

Emotion detection has been extensively researched in the field of NLP. Previous works have used models such as BERT for multi-label emotion detection [4] and T5 for sentiment classification tasks [5]. The concept of emotion intensity detection has also gained attention, with recent studies exploring ordinal classification models for detecting various levels of emotion intensity [6]. Moreover, few-shot learning techniques with models like LLaMA 3B have beenexamined in recent literature, although their application to emotion intensity detection remains underexplored.

III. Dataset and Preprocessing

3.1 Dataset

We used two datasets for training and evaluation purposes. For BERT and T5, the dataset consists of textual samples annotated with five emotions—Joy, Sadness, Fear, Anger, and Surprise—each with binary labels (0 or 1) for the presence or absence of each emotion. For the emotion intensity detection task with LLaMA 3B, the dataset includes emotion intensity levels (ranging from 0 to 3) for each of the five emotion categories.

3.2 Preprocessing

For BERT and T5, the preprocessing pipeline involved:

Text cleaning: Removal of special characters, numbers, and URLs.

Normalization: Conversion of all text to lowercase.

Handling missing values: Replacing missing emotion labels with zeros.

For LLaMA 3B, we transformed the dataset by expanding emotion intensity labels into binary columns for each intensity level (0, 1, 2, 3), resulting in a multi-label classification setup.

3.3 Dataset Balancing

To address class imbalance, we oversampled the minority classes using the resample method from Scikit-learn for BERT and T5, while for LLaMA 3B, we used a prompt template approach with few-shot learning to adapt to the emotion intensity detection task.

### IV. Model Architecture

### 4.1 BERT

We fine-tuned the BERT base uncased model for multi-label emotion detection. The model uses a custom classification head to output probabilities for the five emotions, trained with binary cross-entropy loss.

*4.2 T5*

The T5 base model was fine-tuned for multi-label emotion detection by transforming the task into a text-to-text format. The input text was prefixed with "predict emotions:", guiding the model to output the appropriate labels for each emotion.

*4.3 LLaMA 3B*

LLaMA 3B was adapted for emotion intensity detection using few-shot learning techniques with prompt templates. The model outputted predictions for each emotion intensity level, ranging from 0 to 3.

*V. Experimental Setup*

*5.1 Training Configuration*

For BERT and T5:

Learning rate: 5e-5

Batch size: 8 for T5 and 32 for BERT

Epochs: 5 for T5 and 10 for BERT

*For LLaMA 3B:*

Few-shot learning approach with prompt engineering.

4-bit quantization for reducing memory usage without sacrificing performance.

*5.2 Evaluation Metrics*

We used the following metrics to evaluate model performance:

Macro-average F1 score: To account for class imbalance by averaging F1 scores across emotions.

Weighted F1 score: For evaluating performance with respect to the distribution of emotion classes.

Micro-average F1 score: For a general evaluation across all labels.

### VI. Results and Discussion

*6.1 Quantitative Results*

BERT: Achieved a macro-average F1 score of 0.72 for multi-label emotion detection.

T5: Achieved a weighted F1 score of 0.68 for multi-label classification.

LLaMA 3B: Achieved an F1 score of 0.3 for emotion intensity detection, highlighting its challenges in structured tasks.

*6.2 Performance Comparison*

BERT: outperformed both T5 and LLaMA 3B in multi-label emotion detection, with its bidirectional context and fine-tuned architecture.

T5: performed reasonably well in multi-label tasks, but its text-to-text approach required more complex task setup. LLaMA 3B: though effective in generative tasks, struggled with the precision required for ordinal classification in emotion intensity detection.

*6.3 Resource Efficiency*

BERT: Provided the fastest training and inference times due to its efficient architecture.

T5: Slightly slower but still efficient, especially with its text-to-text capabilities.

LLaMA 3B: Required significant computational resources, even after 4-bit quantization, but its performance remained suboptimal for emotion intensity detection.

*VII. Conclusion and Future Work*

This paper presents a comparative study of BERT, T5, and LLaMA 3B for emotion detection tasks. The results demonstrate BERT's superiority in both multi-label emotion detection and emotion intensity tasks, owing to its fine-tuned bidirectional architecture. T5 provides a flexible approach for text-to-text tasks, while LLaMA 3B shows promise in generative tasks but requires further improvements for structured classification tasks.

*VIII. Future work may involve:*

Expanding the dataset to incorporate more diverse emotions.

Exploring hybrid models that combine the strengths of both BERT and T5.

Enhancing LLaMA 3B’s performance for multi-label and ordinal classification tasks.
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